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**Introduction**
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1. **Natural Language Processing (NLP)**: This is a critical component of chatbots. NLP enables the bot to understand and interpret user messages, allowing it to extract meaning and context from text or speech inputs.
2. **Machine Learning and AI Algorithms**: Chatbots often utilize machine learning algorithms to improve their performance over time. They learn from the interactions they have with users, allowing them to provide more accurate and relevant responses.
3. **User Intent Recognition**: Chatbots are trained to recognize the intention behind a user's message. For example, if a user asks about store hours, the bot needs to identify the intent of the question and respond appropriately.
4. **Response Generation**: Based on the user's input and the identified intent, the chatbot generates a relevant response. This can range from simple pre-defined answers to dynamically generated responses based on the context.
5. **Dialog Management**: Chatbots need to maintain context within a conversation. They should remember previous interactions and use that information to generate appropriate responses.
6. **Integration with Systems and APIs**: Depending on the use case, chatbots may need to interact with external systems or APIs to retrieve or update information. For example, a chatbot in an e-commerce setting might need to check product availability.
7. **User Experience Design**: The design of the chatbot's interface (e.g., chat window, voice interaction) and the flow of conversation are crucial for a seamless user experience.
8. **Testing and Evaluation**: Before deployment, chatbots go through extensive testing to ensure they understand a wide range of user inputs and provide accurate responses. User feedback is also important for ongoing improvement.
9. **Ethical Considerations**: Ensuring that chatbots operate ethically is important. This includes considerations about data privacy, transparency, and the potential biases that may arise in AI models.
10. **Deployment Platforms**: Chatbots can be deployed on websites, messaging platforms like Facebook Messenger or WhatsApp, mobile apps, and other channels.
11. **Maintenance and Updates**: Once deployed, chatbots require ongoing maintenance to keep them up-to-date with changes in user behavior, business processes, and technology.

Chatbots have become increasingly sophisticated in recent years, thanks to advancements in AI and NLP technologies. They play a significant role in automating tasks, improving customer service, and enhancing user engagement in various industries.

**Table Content**

1. [Pre-trained model](https://intersog.com/blog/three-methods-of-pre-processing-data-in-chatbot-development/#pre-trained-model)
2. [Training data generator](https://intersog.com/blog/three-methods-of-pre-processing-data-in-chatbot-development/#training-data-generator)
3. [Crowdsource](https://intersog.com/blog/three-methods-of-pre-processing-data-in-chatbot-development/#crowdsource)

These three methods can greatly improve the NLU (Natural Language Understanding) classification training process in your chatbot development project and aid the preprocessing in text mining. Below we demonstrate how they can increase intent detection accuracy.

!git clone https://github.com/interds/3-methods-of-nlu-data-pre-processing.git

%cd ./3-methods-of-nlu-data-pre-processing

!apt-get install python3-venv

!python -m venv --system-site-packages ./venv

!source ./venv/bin/activate

!pip install rasa[transformers]

!pip install -U ipython # fix create\_prompt\_application

!pip install pandas

!pip install chatette

!pip install transformers

!pip install tensorflow\_datasets

**Initial model**

![Initial model in chatbot development](data:image/png;base64,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)

Rasa's boilerplate generated by '*rasa init*' is enough to demonstrate the initial model in our chatbot development effort.

We train and evaluate the model with the following config:

language: en

pipeline:

- name: WhitespaceTokenizer

- name: CountVectorsFeaturizer

- name: CountVectorsFeaturizer

analyzer: "char\_wb"

min\_ngram: 1

max\_ngram: 4

- name: DIETClassifier

epochs: 100

!rasa train -c config-simple.yml --fixed-model-name simple --quiet

Training Core model...

2020-06-22 20:46:54.811928: E tensorflow/stream\_executor/cuda/cuda\_driver.cc:351] failed call to cuInit: CUDA\_ERROR\_NO\_DEVICE: no CUDA-capable device is detected

Core model training completed.

Training NLU model...

/usr/local/lib/python3.6/dist-packages/rasa/utils/common.py:363: UserWarning: You specified 'DIET' to train entities, but no entities are present in the training data. Skip training of entities.

NLU model training completed.

Your Rasa model is trained and saved at '/content/models/simple.tar.gz'.

!rasa test nlu -c config-simple.yml -u test\_data.md -m models/simple.tar.gz --out results/simple --quiet

report = pd.read\_json("results/simple/intent\_report.json", orient="values")

simple\_f1 = report["weighted avg"]["f1-score"]

data = [["simple", simple\_f1]]

pd.DataFrame(data, columns=["Model", "F1-sore"])

!rasa test nlu -c config-simple.yml -u test\_data.md -m models/simple.tar.gz --out results/simple --quiet

report = pd.read\_json("results/simple/intent\_report.json", orient="values")

simple\_f1 = report["weighted avg"]["f1-score"]

data = [["simple", simple\_f1]]

pd.DataFrame(data, columns=["Model", "F1-sore"])

2020-06-22 21:00:29.891699: E tensorflow/stream\_executor/cuda/cuda\_driver.cc:351] failed call to cuInit: CUDA\_ERROR\_NO\_DEVICE: no CUDA-capable device is detected

100% 14/14 [00:00<00:00, 108.22it/s]

/usr/local/lib/python3.6/dist-packages/sklearn/metrics/\_classification.py:1272: UndefinedMetricWarning: Precision and F-score are ill-defined and being set to 0.0 in labels with no predicted samples. Use `zero\_division` parameter to control this behavior.

\_warn\_prf(average, modifier, msg\_start, len(result))

/usr/local/lib/python3.6/dist-packages/sklearn/metrics/\_classification.py:1272: UndefinedMetricWarning: Precision is ill-defined and being set to 0.0 in labels with no predicted samples. Use `zero\_division` parameter to control this behavior.

\_warn\_prf(average, modifier, msg\_start, len(result))

Model F1-sore

0 simple 0.614286

***Expected F1-score = 0.752381***

In test data we have lexically different examples from the ones in training data, so it is expected that our simple pipeline doesn't recognize them properly:

intent:affirm- alright- sure- ok

**1. Pre-trained model**
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The pre-trained language model can be used for NLU tasks without any task-specific change to the model architecture. Pre-trained models have an ability to continue pre-training on custom data, strarting from some checkpoint.
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language: en

pipeline:

- name: HFTransformersNLP

model\_weights: "bert-base-uncased"

model\_name: "bert"

- name: LanguageModelTokenizer

- name: LanguageModelFeaturizer

- name: DIETClassifier

epochs: 100

!rasa train -c config-bert.yml --fixed-model-name bert --quiet

Core stories/configuration did not change. No need to retrain Core model.

Training NLU model...

Downloading: 100% 232k/232k [00:00<00:00, 1.93MB/s]

Downloading: 100% 433/433 [00:00<00:00, 299kB/s]

Downloading: 100% 536M/536M [00:08<00:00, 63.4MB/s]

2020-06-22 20:48:18.155538: E tensorflow/stream\_executor/cuda/cuda\_driver.cc:351] failed call to cuInit: CUDA\_ERROR\_NO\_DEVICE: no CUDA-capable device is detected

/usr/local/lib/python3.6/dist-packages/rasa/utils/common.py:363: UserWarning: You specified 'DIET' to train entities, but no entities are present in the training data. Skip training of entities.

NLU model training completed.

Your Rasa model is trained and saved at '/content/models/bert.tar.gz'.

!rasa test nlu -c config-bert.yml -u test\_data.md -m models/bert.tar.gz --out results/bert --quiet

report = pd.read\_json("results/bert/intent\_report.json", orient="values")

bert\_f1 = report["weighted avg"]["f1-score"]

data = [["simple", simple\_f1], ["bert", bert\_f1]]

pd.DataFrame(data, columns=["Model", "F1-sore"])

2020-06-22 20:49:03.856455: E tensorflow/stream\_executor/cuda/cuda\_driver.cc:351] failed call to cuInit: CUDA\_ERROR\_NO\_DEVICE: no CUDA-capable device is detected

100% 14/14 [00:03<00:00, 4.04it/s]

Model F1-sore

0 simple 0.614286

1 bert 0.930612

***Expected F1-score = 0.930612***

As we see, without modification of training data, usage of the pre-trained BERT model improves the accuracy of intent detection. This happens because the model already has knowledge about word's synonyms, which helped to recognize matches.

### **Fine-tuning your AI chatbot**

To perform Fine-tuning of the chatbot development model, follow the instructions on [Sentence (and sentence-pair) classification tasks](https://github.com/google-research/bert#sentence-and-sentence-pair-classification-tasks) from Google's BERT repository. In general, you need to download some text corpus or to convert your text data to BERT's input format, then run Fine-tuning command. You can prepare a new model with the following script:

from transformers import TFBertModel, BertTokenizer

model = TBertModel.from\_pretrained("bert-base-uncased")

model.save\_pretrained("./model-fine-tuned-1/")

tokenizer = BertTokenizer.from\_pretrained("bert-base-uncased")

tokenizer.save\_pretrained("./model-fine-tuned-1/")

Follow the text preprocessing steps for fine-tuning. An example of Fine-tuning Bert model on the MRPC classification task is given below:

export BERT\_BASE\_DIR=/path/to/bert/uncased\_L-12\_H-768\_A-12

export GLUE\_DIR=/path/to/glue

python run\_classifier.py \

--task\_name=MRPC \

--do\_train=true \

--do\_eval=true \

--data\_dir=$GLUE\_DIR/MRPC \

--vocab\_file=$BERT\_BASE\_DIR/vocab.txt \

--bert\_config\_file=$BERT\_BASE\_DIR/bert\_config.json \

--init\_checkpoint=$BERT\_BASE\_DIR/bert\_model.ckpt \

--max\_seq\_length=128 \

--train\_batch\_size=32 \

--learning\_rate=2e-5 \

--num\_train\_epochs=3.0 \

--output\_dir=/tmp/mrpc\_output/

When ready, the model from resulting folder can be used in your pipeline and it should have higher F1-score than original one.

Here is another tuning example f

## 2. Training data generator
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To quickly get more training data for NLU task, you can use a training data generator. It is a program which takes templates and generates a lot of examples for model training. Well-known generators are [Chatito](https://github.com/rodrigopivi/Chatito" \t "_blank) (in [Node.js](https://intersog.com/node-js-development-services/)) and [Chatette](https://github.com/SimGus/Chatette" \t "_blank) (in [Python](https://intersog.com/python-development-services/)). A [Python programming language](https://intersog.com/blog/python-application-development-common-use-cases-and-project-examples/) preprocessor is a common tool.

Instead of writing text preprocessing examples directly, you write one or several template files in a specific format, then run the generator which parses templates and outputs ready-to-use examples. This is one of the essential preprocessing steps in text mining. To train a powerful model, you need to use the generator not just for intent detection, but more for named entity recognition.

Let's generate samples for our easy intent with the NLP text preprocessing Python Chatette. Write a template file "affirm.chatette" with the following content:

```

~[yes]

yes

indeed

of course

that sounds good

correct

got it

alright

sure

ok

~[thanks]

thanks

thank you

%[greet](training:100)

~[yes][,?] ~[thanks?]

```

Next, generate an nlu file.

!python -m chatette -f -s YZkEus -a rasa-md -o results data-generate/affirm.chatette

!cp results/train/output.md data-generate/nlu/affirm.md

Executing Chatette with seed 'YZkEus'.

[DBG] Parsing file: /content/data-generate/affirm.chatette

[DBG] Generating training examples...

[DBG] Generating testing examples...

[DBG] Generation over

Next, we train and evaluate our simple model with just generated data.

!rasa train -c config-simple.yml --data data-generate --fixed-model-name generated --quiet

Core stories/configuration did not change. No need to retrain Core model.

Training NLU model...

2020-06-22 20:49:26.699066: E tensorflow/stream\_executor/cuda/cuda\_driver.cc:351] failed call to cuInit: CUDA\_ERROR\_NO\_DEVICE: no CUDA-capable device is detected

/usr/local/lib/python3.6/dist-packages/rasa/utils/common.py:363: UserWarning: You specified 'DIET' to train entities, but no entities are present in the training data. Skip training of entities.

NLU model training completed.

Your Rasa model is trained and saved at '/content/models/generated.tar.gz'.

!rasa test nlu -c config-simple.yml -u test\_data.md -m models/generated.tar.gz --out results/generated --quiet

report = pd.read\_json("results/generated/intent\_report.json", orient="values")

generated\_f1 = report["weighted avg"]["f1-score"]

data = [["simple", simple\_f1], ["generated", generated\_f1]]

pd.DataFrame(data, columns=["Model", "F1-sore"])

2020-06-22 21:06:57.539434: E tensorflow/stream\_executor/cuda/cuda\_driver.cc:351] failed call to cuInit: CUDA\_ERROR\_NO\_DEVICE: no CUDA-capable device is detected

100% 14/14 [00:00<00:00, 110.23it/s]

Model F1-sore

0 simple 0.614286

1 generated 1.000000

***Expected F1-score = 1.000000***

As we see in this case, we improve the accuracy by generating examples, without modifying the model config itself. Now, imagine that having 3 aliases with 10 examples each, like

**Hire talented developers from LATAM, Canada, and Europe**

## 3. Crowdsource in AI chatbot development

To get more training data of high quality, you can outsource jobs to distributed workers, using [Amazon Mechanical Turk](https://colab.research.google.com/drive/1KYQJj21ydDawozMQR2KyM575k1Wjqeub), [Microworkers](https://www.microworkers.com/), [Clickworker](https://www.clickworker.com/" \t "_blank) platforms.

MTurk is one of the text preprocessing tools to take simple and repetitive tasks that need to be handled manually. In a short time and at a reduced cost, you can get human-written training data for your initial model to augment training data collection and ultimately accelerate [Python-based](https://intersog.com/blog/some-cool-things-you-can-do-with-python/) chatbot development using data preprocessing for text classification.

## Key takeways

In this article, we have considered three ways to improve language model intent detection accuracy.

**The first one**, the Pre-trained model, is the most computation-heavy yet allows us to have fewer examples to perform training, without accuracy loss.

**The second one**, Training data generator, is the simplest method that still requires to write some templates in a specific language. It reduces the amount of text input and grows the number of available samples to train the model.

**The third one**, Crowdsource, gives the most accurate output written by humans, but typically involves an extra cost to put in place.

challenge involved loading and pre-processing in chatbots

1. **Data Quality and Quantity**:
   * **Insufficient Data**: Inadequate training data can lead to a chatbot that performs poorly, struggles with understanding user inputs, or provides inaccurate responses.
   * **Noisy Data**: Data may contain errors, inconsistencies, or irrelevant information. Cleaning and filtering this data can be time-consuming.
   * **Bias in Data**: If the training data is biased towards certain demographics or viewpoints, the chatbot may exhibit biased behavior.
2. **Data Annotation**:
   * **Manual Annotation**: Depending on the task, data may need to be annotated, which can be a time-consuming process. For example, in intent recognition, each user input needs to be labeled with the corresponding intent.
3. **Text Pre-processing**:
   * **Tokenization**: Breaking text into words or tokens can be challenging for languages with no clear word boundaries or complex punctuation.
   * **Stopword Removal and Stemming/Lemmatization**: Deciding which words to remove and how to reduce words to their base form can affect the model's performance.
4. **Handling Special Characters and Symbols**:
   * **Emojis, URLs, and Special Characters**: These can be challenging to handle, as they may not have clear semantic meanings or could cause issues during tokenization.
5. **Dealing with Multilingual Data**:
   * If the chatbot is intended to support multiple languages, handling different character sets, grammar rules, and linguistic nuances can be complex.
6. **Domain-Specific Language**:
   * If the chatbot is designed for a specific domain (e.g., medical, legal), understanding and processing the specialized language of that domain can be challenging.
7. **Entity Recognition**:
   * Identifying and extracting entities (e.g., names, dates, locations) from user inputs can be complex, especially when dealing with ambiguous references or non-standard terminology.
8. **Intent Recognition**:
   * Training a model to accurately recognize user intents can be challenging, particularly when intents are closely related or when there is a wide range of possible user inputs.
9. **Context Management**:
   * Maintaining context during a conversation, especially in long or complex interactions, requires careful design to ensure the chatbot understands and responds appropriately.
10. **Dynamic Responses**:

* If the chatbot needs to generate dynamic responses (e.g., providing real-time information), integration with external systems and services may be required.

1. **Security and Privacy**:

* Ensuring that sensitive information is handled securely and that user privacy is maintained is crucial, especially when dealing with personal data.

1. **Scalability and Performance**:

* Efficiently handling a large volume of user inputs and generating responses in real-time, especially in production environments, can be a significant technical challenge.

1. **Testing and Validation**:

* Ensuring that the pre-processed data is of high quality and representative of actual user inputs is essential for building a reliable chatbot.

.

**How to challenge involving loading and pre-processing in chatbots**

1. **Data Collection**:
   * Gather a diverse and representative dataset for training your chatbot. This dataset should include a wide range of topics and language variations.
2. **Data Cleaning**:
   * Inspect and clean the dataset to remove any noise, inconsistencies, or irrelevant information. This can involve tasks like removing duplicates, correcting spelling mistakes, and handling special characters.
3. **Data Formatting**:
   * Format the data in a way that is suitable for your chatbot's training process. For example, if you're using a neural network-based model, you'll typically want to represent the data in a format like sequences of tokens.
4. **Tokenization**:
   * Break the text into smaller units, usually words or subwords. This is important for models like neural networks that operate on fixed-size input.
5. **Vocabulary Selection**:
   * Decide on the size of your vocabulary. A larger vocabulary allows the model to represent more words but may require more computational resources.
6. **Embedding and Vectorization**:
   * Convert the tokenized text into numerical vectors. This process involves assigning a unique vector to each word or subword in your vocabulary. Techniques like Word2Vec, GloVe, or embeddings layers in neural networks can be used for this purpose.
7. **Handling Out-of-Vocabulary Words**:
   * Implement a mechanism to handle words that are not in your vocabulary. This can be done through techniques like subword tokenization, which can break down unknown words into smaller units.
8. **Padding and Truncation**:
   * Ensure that all input sequences have the same length by either padding shorter sequences or truncating longer ones.
9. **Data Splitting**:
   * Divide your dataset into training, validation, and testing sets. The training set is used to train the model, the validation set is used to fine-tune hyperparameters, and the testing set is used to evaluate the model's performance.
10. **Batching**:
    * Organize the data into batches for efficient training. This allows the model to process multiple examples simultaneously, which can significantly speed up the training process.
11. **Loading and Handling Large Datasets**:
    * If you're dealing with a large dataset that doesn't fit into memory, consider using techniques like data generators or streaming to load and process data in chunks.
12. **Pre-processing for Specific Use Cases**:
    * Depending on your use case, you may need additional pre-processing steps. For example, if your chatbot needs to understand multiple languages, you might need to implement a language detection and translation step.